# THE DESIGN OF ACTIVE NOISE CONTROL SY STEMS FOR COMPACT AND DISTRIBUTED SOURCES 

M. О. Токні<br>Department of Automatic Control and Systems Engineering, The University of Sheffield, Mappin Street, Sheffield S1 3JD, England

(Received 24 August 1993, and in final form 5 September 1994)


#### Abstract

This paper presents a coherent method of design of active noise control systems for compact and distributed sources of noise in a three-dimensional non-dispersive propagation medium. An analysis of single-input single-output, single-input multi-output and multi-input multi-output control structures is provided. Conditions for the robust operation of such systems on the basis of optimum cancellation, in relation to controller design, are determined. These conditions are interpreted as constraints on the geometric compositions of the system.
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## 1. INTRODUCTION

Active noise control (ANC) is realized by artifically generating secondary (cancelling) source(s) of sound through detecting the primary (unwanted) noise and processing it by a suitable electronic controller, so that when the secondary wave is superimposed on the primary wave the two destructively interfere with one another and reduction of the unwanted sound occurs. Theoretical and practical investigations have shown that, generally, due to the broadband nature of the noise emitted by practical sources, the control process is required to realize suitable continuous frequency-dependent characteristics so that cancellation over a broad range of frequencies of the noise is achieved [1-4]. Moreover, in practice, the characteristics of sources of noise vary, e.g. due to operating conditions, leading to time-varying spectra. Furthermore, the characteristics of system components are subject to variation: e.g., due to ageing, environmental effects, etc. Therefore, the control process is further required to incorporate an adaptive capability so that the required performance is achieved and maintained. Through his experiments of reducing transformer noise, Conover was the first to realize the need for a "black-box" controller that would adjust the cancelling signal in accordance with information gathered at a remote distance from the transformer, as the performance of his ANC system was deteriorating from time to time due to the time-varying nature of the transformer noise [5, 6]. Later it has been realized by numerous researchers that for an ANC system to be practically successful it is essential that it incorporates an adaptive capability [1, 7-17].

In practice, sources of noise can broadly be classified as compact or distributed. A compact source of noise is theoretically modelled as a point source with contours of equal pressure levels forming spherical surfaces around the source. A distributed source of noise, on the other hand, can be modelled as a set of point sources distributed around the surface of the source. In cancelling the noise of a compact source, a single detector is generally sufficient to obtain the required signal information needed to generate the cancelling signal. This leads to the realization of a control structure incorporating a single-input signal. However, in cancelling the noise of a distributed source, to obtain sufficient signal information, a multiple set of detectors will be required. This will lead to the realization of a multi-input control structure. Similarly, at the output end, the performance requirements of the system as related to the physical extent of cancellation in the medium, will lead to the realization of either single-output or multi-output control structures. Therefore, depending on the application a suitable control structure incorporating the required number of inputs and outputs can be employed.

The analysis presented in this paper is concerned with the cancellation of noise of both compact and distributed sources in three-dimensional (free-field) propagation. The system is considered within the realization structures of the single-input single-output (SISO), single-input multi-output (SIMO) and multi-input multi-output (MIMO) forms. The controller design relations are developed in the frequency domain. These can, equivalently, be thought of either in the complex frequency $s$-domain or the $z$-domain allowing the practical realization of the corresponding controller in either the continuous time or the discrete time using analogue or digital techniques accordingly.

The analysis is focused on ANC systems in stationary (steady-state) conditions. This corresponds to a system with fixed controller of the required characteristics under situations where substantial variations in the characteristics of secondary source(s), transducers and other electronic equipment used do not occur. In an adaptive ANC system, this means that once a steady state (stationary) condition has reached the situation is equivalent to the case of the fixed controller. Therefore, in an adaptive ANC system the analysis applies to periods of time when a steady state condition has reached and substantial variation in the parameter values do not occur.

## 2. ACTIVE NOISE CONTROL STRUCTURE

A schematic diagram of a general ANC structure, namely the MIMO feedforward control structure (FFCS), is shown in Figure 1(a). A set of $n$ primary point sources emit unwanted acoustic signals (noise) into the medium. This is detected by a set of $n$ detectors, processed by the controller and fed to a set of $k$ secondary sources. The secondary signals thus generated are superimposed upon the unwanted noise so that the noise level is reduced at a set of $k$ observation points. The corresponding frequency-domain equivalent block diagram of Figure 1(a) is shown in Figure 1(b) where $\mathbf{E}$ is an $n \times n$ matrix representing transfer characteristics of the acoustic paths between the primary sources and the detectors, $\mathbf{F}$ is a $k \times n$


Figure 1. Active noise control structure: (a) Schematic diagram. (b) Block diagram.
matrix representing transfer characteristics of the acoustic paths between the secondary sources and the detectors, $\mathbf{G}$ is an $n \times k$ matrix representing transfer characteristics of the acoustic paths between the primary sources and the observers, $\mathbf{H}$ is a $k \times k$ matrix representing transfer characteristics of the acoustic paths between the secondary sources and the observers, $\mathbf{M}$ is an $n \times n$ diagonal matrix representing transfer characteristics of the detectors, $\mathbf{P}$ is a $1 \times n$ matrix representing the primary signals at the source points, $\mathbf{P}_{\mathrm{o}}$ is a $1 \times k$ matrix representing the
primary signals at the observation points, $\mathbf{S}$ is a $1 \times k$ matrix representing the secondary signals at the source points, $\mathbf{S}_{\mathrm{o}}$ is a $1 \times k$ matrix representing the secondary signals at the observation points, $\mathbf{D}$ is a $1 \times n$ matrix representing the detected signals, and $\mathbf{O}$ is a $1 \times k$ matrix representing the combined primary and secondary signals at the observation points.

As seen in Figure 1(a), each detector gives a combined measure of the primary and secondary waves that reach the corresponding detection point. The secondary waves thus reaching the detectors form closed feedback loops that can cause the system to become unstable. Therefore, a careful consideration of these loops is necessary at a design stage. Alternative techniques attempting to avoid the instability problem in one-dimensional propagation (duct noise) by isolating the detector from secondary source radiation through using either unidirectional detectors or multiple-detector/multiple-source configurations such as acoustic dipole and tripole have been reported [18-22]. It is possible to avoid the instability problem in three-dimensional propagation by using unidirectional detector(s) or by employing indirect detection [23]. However, a stability analysis of the system based on relative stability measures will lead to a robust design [24].

Note, in Figure 1, that moving the observation points so that to coincide with the detection points will lead to a feedback control structure (FBCS). This type of structure has been investigated for the SISO system extensively [23, 25-34]. The feedforward control structure, on the other hand, has more popularly been employed and investigated, as a general structure, in one-dimensional as well as three-dimensional enclosed and free fields [1, 4-6, 15-17, 23-26, 35-39].

## 3. DESIGN OF THE CONTROLLER

The objective in Figure 1 is to reduce the level of noise to zero at the observation points. This corresponds to the minimum variance design criterion in a stochastic environment. This requires the observed primary and secondary signals at each observation point to be equal in magnitudes and have a phase difference of $180^{\circ}$ :

$$
\begin{equation*}
\mathbf{S}_{\mathrm{o}}=-\mathbf{P}_{\mathrm{o}} . \tag{1}
\end{equation*}
$$

By using the block diagram in Figure 1(b), $P_{\mathrm{o}}$ and $S_{\mathrm{o}}$ can be expressed as

$$
\begin{equation*}
\mathbf{P}_{\mathrm{o}}=\mathbf{P G}, \quad \mathbf{S}_{\mathrm{o}}=\text { PEMCL }[\mathbf{I}-\mathbf{F M C L}]^{-1} \mathbf{H}, \tag{2}
\end{equation*}
$$

where $\mathbf{I}$ is the identity matrix. Substituting for $\mathbf{P}_{\boldsymbol{o}}$ and $\mathbf{S}_{\mathbf{o}}$ from equation (2) into equation (1) and simplifying yields the required controller transfer function as

$$
\begin{equation*}
\mathbf{C}=\mathbf{M}^{-1} \boldsymbol{\Delta}^{-1} \mathbf{G H}^{-1} \mathbf{L}^{-1} \tag{3}
\end{equation*}
$$

where $\Delta$ is an $n \times n$ matrix given by

$$
\begin{equation*}
\Delta=\mathbf{G H}^{-1} \mathbf{F}-\mathbf{E} . \tag{4}
\end{equation*}
$$

Equation (3) represents the required controller design relation for optimum cancellation of noise at the observation points. In designing such a controller a careful consideration of the acoustic feedback loops, due to secondary source radiation reaching the detectors, that can cause the system to become unstable is
required. Moreover, note in equation (3) that, for given sources, sensors and necessary electronics, the controller characteristics are dependent on the transfer characteristics of the acoustic paths and, hence, system geometry. A study of this dependence will give an insight into the complexity and practical realization aspects of the controller and, therefore, is extremely important in a design stage.

Note in Figure 1 that the control structure utilized includes the same number of secondary sources as the observation points. Similarly, the number of detectors is equal to the number of the primary sources. These are required for optimum cancellation of noise to be achievable at the observation points. This is evidenced in the corresponding design relation for the required controller in equation (3), requiring inversion of $\mathbf{H}$ and $\Delta$, for which both $\mathbf{E}$ and $\mathbf{H}$ have to be square matrices. This implies that a control structure in which the number of secondary sources is not equal to the number of observation points and/or the number of detectors is not equal to the number of primary sources will lead to a sub-optimal design with which full cancellation of noise at the observation points will not be achievable. For a practically acceptable level of performance to be achieved with such a structure, the controller design can be based on minimization of some function of the noise, e.g. in a least-squares sense, at the observation points.

## 4. LIMITATIONS IN CONTROLLER DESIGN

It follows from equation (3) that for given detectors and secondary sources with necessary electronic components, the controller characteristics required for optimum cancellation are dependent on the characteristics of the acoustic paths from the primary and secondary sources to the detection and observation points. Any set of such points in the medium requires particular controller characteristics. In particular, if the set of detection and observation points are such that the determinant of $\Delta$ in equation (3) becomes zero then the critical situation of infinite-gain controller (IGC) requirement arises. The locus of such points in the medium (as a practical limitation in the design of the controller) is, therefore, of crucial interest.

Under the situation of the IGC requirement, equation (4), for periodic waves, can be written as

$$
\begin{equation*}
|\boldsymbol{U}(\mathrm{j} \omega)|=\left|\mathbf{G}(\mathrm{j} \omega) \mathbf{H}^{-1}(\mathrm{j} \omega) \mathbf{F}(\mathrm{j} \omega)-\mathbf{E}(\mathrm{j} \omega)\right|=0, \tag{5}
\end{equation*}
$$

where $\mathbf{E}(\mathrm{j} \omega), \mathbf{F}(\mathrm{j} \omega), \mathbf{G}(\mathrm{j} \omega)$ and $\mathbf{H}(\mathrm{j} \omega)$ represent the frequency responses of the corresponding acoustic paths in Figure $1, \mathrm{j}$ is the unit imaginary number and $\omega$ is radian frequency. Note that equation (5) is given in terms of the characteristics of the acoustic paths in the system. This implies that the IGC requirement is a geometry-related problem in an ANC system. Therefore, an analysis of equation (5) will lead to the identification of loci of (detection and observation) points in the medium for which the IGC requirement holds. To obtain the solution of equation (5) an SISO system is considered first. The results obtained are then used and extended to the SIMO and MIMO ANC systems.

### 4.1. SINGLE-INPUT SINGLE-OUTPUT SYSTEM

Let the ANC system in Figure 1 incorporate a single primary source $(n=1)$ and a single secondary source $(k=1)$ and the functions $\mathbf{E}(\mathrm{j} \omega), \mathbf{F}(\mathrm{j} \omega), \mathbf{G}(\mathrm{j} \omega)$ and $\mathbf{H}(\mathrm{j} \omega)$, in this case, be denoted by $\mathbf{e}(\mathrm{j} \omega), \mathbf{f}(\mathrm{j} \omega), \mathbf{g}(\mathrm{j} \omega)$ and $\mathbf{h}(\mathrm{j} \omega)$ with the associated distances as $r_{e}, r_{f}, r_{g}$ and $r_{h}$ respectively:

$$
\begin{gather*}
\mathbf{E}(\mathrm{j} \omega)=\mathbf{e}(\mathrm{j} \omega)=\frac{A}{r_{e}} \mathrm{e}^{-\mathrm{j}(\omega / c) r_{e}}, \quad \mathbf{F}(\mathrm{j} \omega)=\mathbf{f}(\mathrm{j} \omega)=\frac{A}{r_{f}} e^{-\mathrm{j}(\omega / c) r_{f}} \\
\mathbf{G}(\mathrm{j} \omega)=\mathbf{g}(\mathrm{j} \omega)=\frac{A}{r_{g}} \mathrm{e}^{-\mathrm{j}(\omega / c) r_{g}}, \quad \mathbf{H}(\mathrm{j} \omega)=\mathbf{h}(\mathrm{j} \omega)=\frac{A}{r_{h}} \mathrm{e}^{-\mathrm{j}(\omega / c) r_{h}}
\end{gather*}
$$

where $A$ is a constant. Substituting for $\mathbf{E}(\mathrm{j} \omega), \mathbf{F}(\mathrm{j} \omega), \mathbf{G}(\mathrm{j} \omega)$ and $\mathbf{H}(\mathrm{j} \omega)$ from equation (6) into equation (5) and simplifying yields

$$
\left(\frac{r_{e}}{r_{e}}\right) \mathrm{e}^{-\mathrm{j}\left(r_{f}-r_{e}\right) \omega / c}=\left(\frac{r_{g}}{r_{h}}\right) \mathrm{e}^{-\mathrm{j}\left(r_{g}-r_{h}\right) \omega / c}
$$

This equation is true if and only if the amplitudes as well as the exponents (phases) on either side of the equation are equal. Equating the amplitudes and the phases, accordingly, yields

$$
\begin{equation*}
r_{e} / r_{f}=r_{g} / r_{h}=a, \quad r_{f}-r_{e}=r_{h}-r_{g} \tag{7}
\end{equation*}
$$

where $a$ is a positive real number representing the distance ratio. Equation (7) defines the locus of points for which $|\Delta(\mathrm{j} \omega)|=0$ and, for optimum cancellation to be achieved at the observation point, the controller is required to have an infinitely large gain. Note that this equation is in terms of the distances $r_{e}, r_{f}, r_{g}$ and $r_{h}$ only. Therefore, the critical situation of IGC requirement is determined only by the locations of the detector and observer relative to the primary and secondary sources.

Eliminating $r_{f}$ and $r_{h}$ in equation (7) and simplifying yields

$$
\begin{equation*}
r_{e}(a-1)=r_{g}(a-1) . \tag{8}
\end{equation*}
$$

Two possible situations, namely $a=1$ and $a \neq 1$, are considered separately.

### 4.1.1. Unity distance ratio

For a unity distance ratio equation (8) yields the identity $0=0$. Therefore, substituting for $a=1$ into equation (7) yields the locus of points for IGC requirement as

$$
\begin{equation*}
r_{e} / r_{f}=1 \quad \text { and } \quad r_{g} / r_{h}=1 \tag{9}
\end{equation*}
$$

If the locations of the primary and secondary sources are fixed then each relation in equation (9) defines a plane surface perpendicularly bisecting the line joining the locations of the primary and secondary sources (see the Appendix A). This plane for the primary and secondary sources located at points $P(0,0,0)$ and $S\left(u_{s}, v_{s}, w_{s}\right)$
respectively with a distance $r$ apart in a three-dimensional $U V W$-space is given by

$$
\frac{u}{\left(r^{2} / 2 u_{s}\right)}+\frac{v}{\left(r^{2} / 2 v_{s}\right)}+\frac{w}{\left(r^{2} / 2 w_{s}\right)}=1
$$

which intersects the $U-, V-$ and $W-$ axes at points $\left(r^{2} / 2 u_{s}, 0,0\right),\left(0, r^{2} / 2 v_{s}, 0\right)$ and $\left(0,0, r^{2} / 2 w_{s}\right)$ respectively. If the detector is placed at any point on this plane (the IGC plane) and if at the same time the observer location coincides with a point on this plane then the "critical situation" of equation (5) occurs and the controller is required to have an infinitely large gain for optimum cancellation to be achieved at the observation point,

### 4.1.2. Non-unity distance ratio

For a non-unity distance ratio, equations (7) and (8) yield

$$
\begin{equation*}
r_{e} / r_{f}=a, \quad r_{g} / r_{h}=a \quad \text { and } \quad r_{e} / r_{g}=1 . \tag{10}
\end{equation*}
$$

It follows from Appendix A that each of the first two relations in equations (10) describe spherical surfaces. These surfaces for the primary and secondary sources located respectively at $P(0,0,0)$ and $S\left(u_{s}, v_{s}, w_{s}\right)$ are defined by

$$
\begin{equation*}
\left[u+\frac{a^{2} u_{s}}{1-a^{2}}\right]^{2}+\left[v+\frac{a^{2} v_{s}}{1-a^{2}}\right]^{2}+\left[w+\frac{a^{2} w_{s}}{1-a^{2}}\right]^{2}=\left[\frac{a r}{1-a^{2}}\right]^{2}, \quad a \neq 1, \tag{11}
\end{equation*}
$$

which has a radius $R=\operatorname{ar} /\left[1-a^{2}\right]$ and centre along the line $P S$ at point $Q\left(-a^{2} u_{s} /\left(1-a^{2}\right),-a^{2} v_{s} /\left(1-a^{2}\right), a^{2} w_{s} /\left(1-a^{2}\right)\right)$.

The third relation in equations (10) requires the equality of the distances $r_{e}$ and $r_{g}$. The locus of such points in the three-dimensional $U V W$-space (for, say, constant $r_{e}$ ) is a sphere with radius equal to $r_{e}$ and centre at the location of the primary source:

$$
\begin{equation*}
u^{2}+v^{2}+w^{2}=r_{e}^{2} . \tag{12}
\end{equation*}
$$

Therefore, the locus of points defined by equation (10) is given by intersection of the two spheres in equations (11) and (12). Such an intersection results a circle (the IGC circle) located in a plane that is at right angles with the line joining the centres of the spheres. The centre of the circle is the point of intersection of the plane and the line.

Manipulating equations (11) and (12) yields the plane of the IGC circle as

$$
\begin{equation*}
\frac{u}{\left(B / u_{s}\right)}+\frac{v}{\left(B / v_{s}\right)}+\frac{w}{\left(B / w_{s}\right)}=1, \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
B=\frac{1}{2}\left[r^{2}-\left(\frac{1}{a^{2}}-1\right) r_{e}^{2}\right]=\frac{1}{2}\left[r^{2}-\left(r_{f}^{2}-r_{e}^{2}\right] .\right. \tag{14}
\end{equation*}
$$

Equation (13) defines a plane surface on which the IGC circle is residing. It can be shown (see the Appendix A) that the line $P S$ is at right angles with the plane of the IGC circle. This is shown in two dimensions in Figure 2(a) where point $E$ is the


Figure 2. The infinite-gain controller system: (a) Formation, (b) IGC circle, (c) Position with detector location.
location of the detector. The corresponding IGC circle is shown in Figure 2(b) where $r_{c}$ is the radius of the IGC circle.

The quantity $B$ in equation (14) gives a measure of the intersection of the plane in equation (13) with the co-ordinate axes and, thereby, with the line $P S$. It is evident from equation (14) that $B$ is dependent on $r, r_{e}$ and $r_{f}$ or, for constant $r$, is dependent on the location of the detector only. If $\theta$ denotes the angle between the lines $P E$ and $P S$ in a plane formed by these lines, see Figure 2(c), then the following holds:

$$
\begin{equation*}
r_{f}^{2}=r^{2}+r_{e}^{2}-2 r_{e} r \cos \theta \tag{15}
\end{equation*}
$$

Substituting for $r_{f}^{2}$ from equation (15) into equation (14) yields

$$
B=r r_{e} \cos \theta
$$

Therefore, as the detection point varies the limits for $B$ are found to be

$$
|B|<r_{e} r .
$$

This variation, in relation to the location of the plane of the IGC circle, is shown in two dimensions in Figure 2(c).

The radius $r_{c}$ of the IGC circle from Figure 2(c) is

$$
r_{c}=r_{e} \sin \theta, \quad 0 \leqslant \theta \leqslant \pi .
$$

Thus, the maximum value $r_{c m a x}$ of the radius is $r_{e}$ and occurs when the plane of the IGC circle intersects the line $P S$ at point $P$, Figure 2(c). Movement of the plane to either side of point $P$ will lead to a decrease in the radius. At the extreme cases where the line $P E$ is aligned with the line $P S\left(\theta\right.$ is either $0^{\circ}$ or $\left.180^{\circ}\right)$ the radius $r_{c}$ is zero. In general, for constant values of the angle $\theta$ the radius $r_{c}$ is directly proportional to the distance $r_{e}$ between the primary source and the detector. This implies that for $r_{c}$ to be minimized the detector is required to be placed as close to the primary source as possible.

It follows from the above that the requirement of an infinitely large gain controller is directly linked with the locations of the detector and observer relative to the primary and secondary sources. This derives from the dependence of the controller characteristics on the transfer characteristics of the acoustic paths from the detector and observer to the primary and secondary sources which demand a particular controller transfer function for a particular set of detection and observation points in the medium. The above analysis reveals that particular sets of detection and observation points in the medium exist that for optimum cancellation require the controller to have an infinitely large gain. These form the locus of IGC requirement as follows.
(a) If the detector and observer are equidistant from the sources the locus is a plane surface that perpendicularly bisects the line joining the locations of the primary and secondary sources.
(b) If the detector and observer are not equidistant from the sources the locus is a circle, with centre along the line $P S$ joining the locations of the primary and secondary sources, and on a plane that is parallel with that in (a). The radius of the circle is given by the distance between the detector and the line PS.

Note that, if the first two relations in equation (10) are divided side-by-side (upon assuming $a \neq 0$ ) then the following equivalent relations are obtained:

$$
\begin{equation*}
r_{e} / r_{g}=1 \quad \text { and } \quad r_{f} / r_{h}=1 \tag{16}
\end{equation*}
$$

This means that starting with equation (16), rather than equation (10), will also lead to exactly the same results obtained in the preceding paragraphs.

Note in Figure 1(a) that if the observer and the detector coincide with one another then the FBCS is obtained. In such a process the distances $r_{g}$ and $r_{h}$ effectively become equal to the distances $r_{e}$ and $r_{f}$, respectively. This in terms of the transfer functions $\mathbf{E}, \mathbf{F}, \mathbf{G}$ and $\mathbf{H}$ and the distances $r_{e}, r_{f}, r_{g}$ and $r_{h}$ corresponds to

$$
\begin{equation*}
r_{g}=r_{e} \quad \text { or } \quad \mathbf{G}=\mathbf{E}, \quad r_{h}=r_{f} \quad \text { or } \quad \mathbf{H}=\mathbf{F} . \tag{17}
\end{equation*}
$$

Projecting the above into the controller design relation in equation (3) yields, the corresponding controller design relation for the FBCS.

Substituting for $\mathbf{G}$ and $\mathbf{H}$ from equation (17) into equation (4) and simplifying yields $|\boldsymbol{\Delta}|=0$ corresponding to the critical situation of the IGC requirement


Figure 3. SIMO controller.
discussed above. Therefore, for optimum cancellation of noise, the FBCS will always require a controller with an infinitely large gain. With a practically acceptable compromise between system performance and controller gain, and careful consideration of system stability, reasonable amounts of cancellation of the noise can be achieved with this structure.

### 4.2. SINGLE-INPUT MULTI-OUTPUT SYSTEM

Let the ANC system in Figure 1 incorporate a single primary source $(n=1)$ and $k$ secondary sources. Thus, the controller transfer characteristics, C, in equation (3) will represent a $1 \times k$ matrix,

$$
\mathbf{C}=\left[\begin{array}{llll}
\mathbf{c}_{1} & \mathbf{c}_{2} & \cdots & \mathbf{c}_{k}
\end{array}\right],
$$

where $\mathbf{c}_{i}(i=1,2, \ldots, k)$ represents the required controller transfer function along the secondary path from the detector to secondary source $i$. In this manner, the controller is realized in an SIMO form as shown in Figure 3.

For reasons of simplicity, consider the case of $k=2$ with the functions $\mathbf{E}(\mathrm{j} \omega)$, $\mathbf{F}(\mathrm{j} \omega), \mathbf{G}(\mathrm{j} \omega)$ and $\mathbf{H}(\mathrm{j} \omega)$ represented as

$$
\begin{gather*}
\mathbf{E}(\mathrm{j} \omega)=\mathbf{e}(\mathrm{j} \omega), \quad \mathbf{F}(\mathrm{j} \omega)=\left[\begin{array}{ll}
\mathbf{f}_{1}(\mathrm{j} \omega) & \mathbf{f}_{2}(\mathrm{j} \omega)
\end{array}\right]^{\mathrm{T}}, \\
\mathbf{G}(\mathrm{j} \omega)=\left[\begin{array}{lll}
\mathbf{g}_{1}(\mathrm{j} \omega) & \mathbf{g}_{2}(\mathrm{j} \omega)
\end{array}\right], \quad \mathbf{H}(\mathrm{j} \omega)=\left[\begin{array}{ll}
\mathbf{h}_{11}(\mathrm{j} \omega) & \mathbf{h}_{12}(\mathrm{j} \omega) \\
\mathbf{h}_{21}(\mathrm{j} \omega) & \mathbf{h}_{22}(\mathrm{j} \omega)
\end{array}\right], \tag{18}
\end{gather*}
$$

where

$$
\begin{align*}
\mathrm{e}(\mathrm{j} \omega)=\frac{A}{r_{e}} \mathrm{e}^{-\mathrm{j}(\omega / c) r_{e}}, \quad \mathbf{f}_{i}(\mathrm{j} \omega)=\frac{A}{r_{f i}} \mathrm{e}^{-\mathrm{j}(\omega / c))_{f i}}, \quad \mathbf{g}_{i}(\mathrm{j} \omega)=\frac{A}{r_{g i}} \mathrm{e}^{-\mathrm{j}(\omega / c) r_{s i}}, \\
\mathbf{h}_{i m}(\mathrm{j} \omega)=\frac{A}{r_{h i m}} \mathrm{e}^{-\mathrm{j}(\omega / c) r_{\text {rim }},}, \tag{19}
\end{align*}
$$

$i=1,2, m=1,2, A$ is a constant and $r_{e}, r_{f i}, r_{g i}$ and $r_{h i m}$ are the distances of the acoustic paths with transfer characteristics $\mathbf{e}(\mathrm{j} \omega), \mathbf{f}_{i}(\mathrm{j} \omega), \mathbf{g}_{i}(\mathrm{j} \omega)$ and $\mathbf{h}_{i m}(\mathrm{j} \omega)$ respectively. Substituting for $\mathbf{E}(\mathrm{j} \omega), \mathbf{F}(\mathrm{j} \omega), \mathbf{G}(\mathrm{j} \omega)$ and $\mathbf{H}(\mathrm{j} \omega)$ from equations (18) into equation (5) and simplifying yields

$$
\begin{equation*}
\mathbf{f}_{1}\left(\mathbf{g}_{1} \mathbf{h}_{22}-\mathbf{g}_{2} \mathbf{h}_{21}\right)+\mathbf{f}_{2}\left(\mathbf{g}_{2} \mathbf{h}_{11}-\mathbf{g}_{1} \mathbf{h}_{12}\right)=\mathbf{e}\left(\mathbf{h}_{11} \mathbf{h}_{22}-\mathbf{h}_{21} \mathbf{h}_{12}\right) . \tag{20}
\end{equation*}
$$

Manipulating equation (20) yields the set of solutions

$$
\begin{equation*}
\frac{\mathbf{f}_{1}}{\mathbf{e}}=\frac{\mathbf{h}_{11}}{\mathbf{g}_{1}}=\frac{\mathbf{h}_{12}}{\mathbf{g}_{2}}, \quad \frac{\mathbf{f}_{2}}{\mathbf{e}}=\frac{\mathbf{h}_{21}}{\mathbf{g}_{1}}=\frac{\mathbf{h}_{22}}{\mathbf{g}_{2}}, \frac{\mathbf{f}_{2}}{\mathbf{f}_{1}}=\frac{\mathbf{h}_{21}}{\mathbf{h}_{11}}=\frac{\mathbf{h}_{22}}{\mathbf{h}_{12}} . \tag{21}
\end{equation*}
$$

Substituting for $\mathbf{e}, \mathbf{f}_{1}, \mathbf{f}_{2}, \mathbf{g}_{1}, \mathbf{g}_{2}, \mathbf{h}_{11}, \mathbf{h}_{12}, \mathbf{h}_{21}$ and $\mathbf{h}_{22}$ from equation (19) into equation (21) accordingly and simplifying yields

$$
\begin{align*}
\left(\frac{r_{e}}{r_{f 1}}\right) \mathrm{e}^{-\mathrm{j}(\omega / c)\left(r_{f 1}-r_{e}\right)} & =\left(\frac{r_{g 1}}{r_{h 11}}\right) \mathrm{e}^{-\mathrm{j}(\omega / c)\left(r_{h 11}-r_{g 1}\right)}=\left(\frac{r_{g 2}}{r_{h 12}}\right) \mathrm{e}^{-\mathrm{j}(\omega / c)\left(r_{h 12}-r_{g 2}\right)}, \\
\left(\frac{r_{e}}{r_{f 2}}\right) \mathrm{e}^{-\mathrm{j}(\omega / c)\left(r_{f 2}-r_{e}\right)} & =\left(\frac{r_{g 1}}{r_{h 21}}\right) \mathrm{e}^{-\mathrm{j}(\omega / c)\left(r_{h 11}-r_{g 1}\right)}=\left(\frac{r_{g 2}}{r_{h 22}}\right) \mathrm{e}^{-\mathrm{j}(\omega / c)\left(r_{h 22}-r_{g 2}\right)}, \\
\left(\frac{r_{f 1}}{r_{f 2}}\right) \mathrm{e}^{-\mathrm{j}(\omega / c)\left(r_{f 2}-r_{f 1}\right)} & =\left(\frac{r_{h 11}}{r_{h 21}}\right) \mathrm{e}^{-\mathrm{j}(\omega / c)\left(r_{h 11}-r_{h 11}\right)}=\left(\frac{r_{h 12}}{r_{h 22}}\right) \mathrm{e}^{-\mathrm{j}(\omega / c)\left(r_{h 22}-r_{h 12}\right)} . \tag{22}
\end{align*}
$$

For the relations in equations (22) to hold, the amplitudes and phases on either side should be equal in each relation. Equating the amplitudes and phases accordingly yield

$$
\begin{gather*}
\frac{r_{e}}{r_{f 1}}=\frac{r_{g 1}}{r_{h 11}}=\frac{r_{g 2}}{r_{h 12}}=a_{1}, \quad r_{f 1}-r_{e}=r_{h 11}-r_{g 1}=r_{h 12}-r_{g 2}, \\
\frac{r_{e}}{r_{f 2}}=\frac{r_{g 1}}{r_{h 21}}=\frac{r_{g 2}}{r_{h 22}}=a_{2}, \quad r_{f 2}-r_{e}=r_{h 21}-r_{g 1}=r_{h 22}-r_{g 2}, \\
\frac{r_{f 1}}{r_{f 2}}=\frac{r_{h 11}}{r_{h 21}}=\frac{r_{h 12}}{r_{h 22}}=a_{12}, \quad r_{f 2}-r_{f 1}=r_{h 21}-r_{h 11}=r_{h 22}-r_{h 12}, \tag{23}
\end{gather*}
$$

where $a_{1}, a_{2}$ and $a_{12}$ are positive real numbers representing distance ratios. Equations (23) define loci of detection and observation points for which $\mid \Delta(\mathrm{j} \omega)=0$ and the controller in each secondary path is required to have an infinitely large gain for optimum cancellation of noise to be achieved at the observation points.

The first relation in equations (23) describes the locations of the detection and observation points relative to the primary source and secondary source one (say). In this manner, this defines the locus of detection and observation points relative to the locations of the two sources, considered as fixed points in the medium. Using a similar analysis procedure as presented in the previous section with the SISO system reveals that for a unity distance ratio $\left(a_{1}=1\right)$ the locus is given by

$$
\begin{equation*}
r_{e} / r_{f 1}=r_{g 1} / r_{h 11}=r_{g 2} / r_{h 12}=1 \tag{24}
\end{equation*}
$$

Equations (24) define a plane surface that perpendicularly bisects the line joining the locations of the two sources (see Appendix A). The plane for the primary source and secondary source, located at $P(0,0,0)$ and $S_{1}\left(u_{s 1}, v_{s 1}, w_{s 1}\right)$ respectively with a distance $r_{1}$ apart in a three-dimensional $U V W$-space, is given by

$$
\frac{u}{\left(r_{1}^{2} / 2 u_{s 1}\right)}+\frac{v}{\left(r_{1}^{2} / 2 v_{s 1}\right)}+\frac{w}{\left(r_{1}^{2} / 2 w_{s 1}\right)}=1
$$

which intersects the $U-, V-$ and $W-$ axes at points $\left(r_{1}^{2} / 2 u_{s 1}, 0,0\right),\left(0, r_{1}^{2} / 2 v_{s 1}, 0\right)$ and $\left(0,0, r_{1}^{2} / 2 w_{s 1}\right)$ respectively. If the locations of the detector as well as observers coincide with points on this plane then the critical situation of the IGC requirement arises.

If the distance ratio $a_{1}$ is not unity, then the first relation in equation (23) yields

$$
\begin{equation*}
r_{e} / r_{f 1}=r_{g 1} / r_{h 11}=r_{g 2} / r_{h 12}=a_{1} \quad \text { and } \quad r_{e} / r_{g 1}=r_{e} / r_{g 2}=r_{g 1} / r_{g 2}=1 \tag{25}
\end{equation*}
$$

It follows from Appendix A that both relations in equation (25) define spherical surfaces. The first relation defines the sphere

$$
\begin{equation*}
\left[u+\frac{a_{1}^{2} u_{s 1}}{1-a_{1}^{2}}\right]^{2}+\left[v+\frac{a_{1}^{2} v_{s 1}}{1-a_{1}^{2}}\right]^{2}+\left[w+\frac{a_{1}^{2} w_{s 1}}{1-a_{1}^{2}}\right]^{2}=\left[\frac{a_{1} r_{1}}{1-a_{1}^{2}}\right]^{2}, \quad a_{1} \neq 1 \tag{26}
\end{equation*}
$$

which has a radius $R_{1}=a_{1} r_{1} /\left|1-a_{1}^{2}\right|$ and centre along the line $P S_{1}$ at point $Q_{1}\left(-a_{1}^{2} u_{s 1} /\left(1-a_{1}^{2}\right),-a_{1}^{2} v_{s 1} /\left(1-a_{1}^{2}\right),-a_{1}^{2} w_{s 1} /\left(1-a_{1}^{2}\right)\right.$. The second relation in equations (25) (for, say, constant $r_{e}$ ) defines a sphere with a radius equal to $r_{e}$ and centre at the location of the primary source:

$$
\begin{equation*}
u^{2}+v^{2}+w^{2}=r_{e}^{2} \tag{27}
\end{equation*}
$$

Therefore, the locus of detection and observation points defined by equations (25) is given by the intersection of the two spheres in equations (26) and (27). Such an intersection results in a circle located in a plane that is at right angles with the line passing through the centres of the spheres. The centre of the circle is the point of intersection of the plane and the line. Manipulating equations (26) and (27) yields this plane as

$$
\begin{equation*}
\frac{u}{\left(B_{1} / u_{s 1}\right)}+\frac{v}{\left(B_{1} / v_{s 1}\right)}+\frac{w}{\left(B_{1} / w_{s 1}\right)}=1 \tag{28}
\end{equation*}
$$

where $B_{1}=\frac{1}{2}\left[r_{1}^{2}-\left(\left(1-a_{1}^{2}\right) / a_{1}^{2}\right) r_{e}^{2}\right]=\frac{1}{2}\left[r_{1}^{2}-\left(r_{f 1}^{2}-r_{e}^{2}\right)\right]$. The point of intersection of the plane in equation (28) with the line $P S_{1}$ is described by $B_{1}$. This can be
interpreted in a similar manner as described in the previous section with the SISO system.

Manipulating equation (25) yields the alternative relation

$$
r_{e} / r_{g 1}=r_{e} / r_{g 2}=r_{g 1} / r_{g 2}=r_{f 1} / r_{h 11}=r_{f 1} / r_{h 12}=r_{h 11} / r_{h 12}=1, \quad a_{1} \neq 1
$$

This is an equivalent relation describing the locus of detection and observation points relative to the locations of the primary source and secondary source one as the IGC circle. Thus, the situation can alternatively be interpreted as when the ratio of the distances from the primary source to the detection point and each observation point as well as to the pair of observation points and from secondary source one to the detection point and each observation point as well as to the pair of observation points are each equal to unity then the locus of detection and observation points is given by the IGC circle.

The loci given by the remaining two relations in equations (23) can be obtained through a similar analysis as above. Hence, the locus of detection and observation points leading to the IGC requirement are given in the second relation with respect to the locations of the primary source and secondary source two (say) and in the third relation with respect to the locations of the two secondary sources. In each case, as above, the locus, for unity distance ratio, is defined by a plane surface perpendicularly bisecting the line joining the locations of the two sources and, for a non-unity distance ratio, is defined by a circle with centre along the line joining the locations of the two sources and on a plane that is at right angles with this line. For the primary source and the secondary source located at points $P$ and $S_{i}(i=1,2)$ respectively, the radius $r_{c i}$ of the IGC circle corresponding to the first two relations in equation (23) is given by

$$
r_{c i}=r_{e} \sin \theta_{i}, \quad 0 \leqslant \theta_{i} \leqslant \pi
$$

where, upon assuming the detector is located at point $E$ in the medium, $\theta_{i}$ is the angle between lines $P E$ and $P S_{i}$ in a plane formed by these lines. The radius $r_{c 12}$ of the IGC circle corresponding to the third relation in equation (23), for the two secondary sources located at points $S_{1}$ and $S_{2}$ respectively, is given by

$$
r_{c 12}=r_{f 1} \sin \theta_{12}, \quad 0 \leqslant \theta_{12} \leqslant \pi,
$$

where, upon assuming the detector is located at point $E, \theta_{12}$ is the angle between the lines $S_{1} E$ and $S_{1} S_{2}$.

By using the above analysis a generalization of the solution of equation (5) for an SIMO ANC system with $k$ secondary sources can be obtained easily. It, thus, follows that in an SIMO ANC system the locus of detection and observation points leading to the IGC requirement is defined in relation to the locations of the primary source considered with each secondary source as well as each secondary source considered with any other secondary source. In this manner, for a system with $k$ secondary sources a total of $\sum_{i=1}^{k} i$ pairs of sources can be identified. Among these, the primary source considered with each secondary source leads to $k$ pairs, whereas the remaining $\sum_{i=1}^{k-1} i$ pairs are formed by considering the secondary sources with one another. In each case, assuming the two sources in question are located at points $X$ and $Y$, the following two situations lead to the IGC requirement.
(a) When the detector and all observers are equidistant from points $X$ and $Y$ : this defines the locus of detection and observation points as a plane (the IGC plane) that perpendicularly bisects the line $X Y$.
(b) When the distance ratios from point $X$ to the detector and observer $m(m=1,2, \ldots, k)$ and to each pair of observation points as well as the distance ratios from point $Y$ to the detector and observer $m(m=1,2, \ldots, k)$ and to each pair of observation points are each equal to unity: this defines the locus of detection and observation points as a circle (the IGC circle), with centre along a straight line passing through points $X$ and $Y$, on a plane that is at right angles with this line.

Note that in an FBCS, where both the detection and observation points coincide with one another, the situation described in (a) above corresponds to the detection point being on the IGC plane. In an FFCS, however, this corresponds to the situation when the detection point and all the observation points are on the IGC plane. With the situation described in (b), on the other hand, an FBCS always satisfies the requirement. In an FFCS, however, it is possible to minimize the region of space occupied by the IGC circle by a proper geometrical arrangement of system components.

### 4.3. MULTI-INPUT MULTI-OUTPUT SYSTEM

Let the ANC system in Figure 1 incorporate $n$ primary sources and $k$ secondary sources. Thus, the controller transfer characteristics, C, in equation (3) will represent an $n \times k$ matrix given by

$$
\mathbf{C}=\left[\begin{array}{cccc}
\mathbf{c}_{11} & \mathbf{c}_{12} & \cdots & \mathbf{c}_{1 k} \\
\mathbf{c}_{21} & \mathbf{c}_{22} & \cdots & \mathbf{c}_{2 k} \\
\cdots & \cdots & \cdots & \cdots \\
\mathbf{c}_{n 1} & \mathbf{c}_{n 2} & \cdots & \mathbf{c}_{n k}
\end{array}\right],
$$

where $\mathbf{c}_{i m}(i=1,2, \ldots, n ; m=1,2, \ldots, k)$ represents the controller transfer function along the secondary path from detector $i$ to secondary source $m$. In this manner, the controller is realized in an MIMO form as shown in Figure 4. Let the functions $\mathbf{E}(\mathrm{j} \omega), \mathbf{F}(\mathrm{j} \omega), \mathbf{G}(\mathrm{j} \omega)$ and $\mathbf{H}(\mathrm{j} \omega)$, thus, be represented as

$$
\begin{align*}
& \mathbf{E}(\mathrm{j} \omega)=\left[\begin{array}{cccc}
\mathbf{e}_{11}(\mathrm{j} \omega) & \mathbf{e}_{12}(\mathrm{j} \omega) & \cdots & \mathbf{e}_{1 n}(\mathrm{j} \omega) \\
\mathbf{e}_{21}(\mathrm{j} \omega) & \mathbf{e}_{22}(\mathrm{j} \omega) & \cdots & \mathbf{e}_{2 n}(\mathrm{j} \omega) \\
\ldots & \cdots & \cdots & \cdots \\
\mathbf{e}_{n 1}(\mathrm{j} \omega) & \mathbf{e}_{n 2}(\mathrm{j} \omega) & \cdots & \mathbf{e}_{n n}(\mathrm{j} \omega)
\end{array}\right],  \tag{29a}\\
& \mathbf{F}(\mathrm{j} \omega)=\left[\begin{array}{cccc}
\mathbf{f}_{11}(\mathrm{j} \omega) & \mathbf{f}_{12}(\mathrm{j} \omega) & \cdots & \mathbf{f}_{1 n}(\mathrm{j} \omega) \\
\mathbf{f}_{21}(\mathrm{j} \omega) & \mathbf{f}_{22}(\mathrm{j} \omega) & \cdots & \mathbf{f}_{2 n}(\mathrm{j} \omega) \\
\cdots & \cdots & \cdots & \cdots \\
\mathbf{f}_{k 1}(\mathrm{j} \omega) & \mathbf{f}_{k 2}(\mathrm{j} \omega) & \cdots & \mathbf{f}_{k n}(\mathrm{j} \omega)
\end{array}\right], \tag{29b}
\end{align*}
$$



Figure 4. MIMO controller.

$$
\begin{align*}
& \mathbf{G}(\mathrm{j} \omega)=\left[\begin{array}{cccc}
\mathbf{g}_{11}(\mathrm{j} \omega) & \mathbf{g}_{12}(\mathrm{j} \omega) & \cdots & \mathbf{g}_{1 k}(\mathrm{j} \omega) \\
\mathbf{g}_{21}(\mathrm{j} \omega) & \mathbf{g}_{22}(\mathrm{j} \omega) & \cdots & \mathbf{g}_{2 k}(\mathrm{j} \omega) \\
\ldots & \cdots & \cdots & \cdots \\
\mathbf{g}_{n 1}(\mathrm{j} \omega) & \mathbf{g}_{n 2}(\mathrm{j} \omega) & \cdots & \mathbf{g}_{n k}(\mathrm{j})
\end{array}\right],  \tag{29c}\\
& \mathbf{H}(\mathrm{j} \omega)=\left[\begin{array}{cccc}
\mathbf{h}_{11}(\mathrm{j} \omega) & \mathbf{h}_{12}(\mathrm{j} \omega) & \cdots & \mathbf{h}_{1 k}(\mathrm{j} \omega) \\
\mathbf{h}_{21}(\mathrm{j} \omega) & \mathbf{h}_{22}(\mathrm{j} \omega) & \cdots & \mathbf{h}_{2 k}(\mathrm{j} \omega) \\
\cdots & \cdots & \cdots & \cdots \\
\mathbf{h}_{k 1}(\mathrm{j} \omega) & \mathbf{h}_{k 2}(\mathrm{j} \omega) & \cdots & \mathbf{h}_{k k}(\mathrm{j} \omega)
\end{array}\right], \tag{29d}
\end{align*}
$$

where

$$
\begin{array}{ll}
\mathbf{e}_{i m}(\mathrm{j} \omega)=\frac{A}{r_{e i m}} \mathrm{e}^{-\mathrm{j}(\omega / c) r_{e i m}}, & \mathbf{f}_{s m}(\mathrm{j} \omega)=\frac{A}{r_{f s m}} \mathrm{e}^{-\mathrm{j}(\omega / c) r_{s s m}} \\
\mathbf{g}_{i s}(\mathrm{j} \omega)=\frac{A}{r_{g i s}} \mathrm{e}^{-\mathrm{j}(\omega / c) r_{g i s}}, & \mathbf{h}_{s t}(\mathrm{j} \omega)=\frac{A}{r_{h s t}} \mathrm{e}^{-\mathrm{j}(\omega / c) r_{h s t}} \tag{30}
\end{array}
$$

$i=1,2, \ldots, n, m=1,2, \ldots, n, s=1,2, \ldots, k, t=1,2, \ldots, k, A$ is a constant and $r_{e i m}, r_{f s m}, r_{g i s}$ and $r_{h s t}$ are the distances of the acoustic paths with transfer characteristics $\mathbf{e}_{i m}(\mathrm{j} \omega)$, $\mathbf{f}_{s m}(\mathrm{j} \omega), \mathbf{g}_{i s}(\mathrm{j} \omega)$ and $\mathbf{h}_{s t}(\mathrm{j} \omega)$ respectively. Substituting for $\mathbf{E}(\mathrm{j} \omega), \mathbf{F}(\mathrm{j} \omega), \mathbf{G}(\mathrm{j} \omega)$ and $\mathbf{H}(\mathrm{j} \omega)$ from equation (29) into equation (5) and
manipulating yields the set of solutions

$$
\begin{gather*}
\frac{\mathbf{e}_{i 1}}{\mathbf{e}_{m 1}}=\frac{\mathbf{e}_{i 2}}{\mathbf{e}_{m 2}}=\cdots=\frac{\mathbf{e}_{i n}}{\mathbf{e}_{m n}}=\frac{\mathbf{g}_{i 1}}{\mathbf{g}_{m 1}}=\frac{\mathbf{g}_{i 2}}{\mathbf{g}_{m 2}}=\cdots=\frac{\mathbf{g}_{i k}}{\mathbf{g}_{m k}}, \\
i=1,2, \ldots, n, \quad m=1,2, \ldots, n, \quad i \neq m,  \tag{31a}\\
\frac{\mathbf{f}_{i 1}}{\mathbf{e}_{m 1}}=\frac{\mathbf{f}_{i 2}}{\mathbf{e}_{m 2}}=\cdots=\frac{\mathbf{f}_{i k}}{\mathbf{e}_{m n}}=\frac{\mathbf{h}_{i 1}}{\mathbf{g}_{m 1}}=\frac{\mathbf{h}_{i 2}}{\mathbf{g}_{m 2}}=\cdots=\frac{\mathbf{h}_{i k}}{\mathbf{g}_{m k}}, \\
i=1,2, \ldots, k, \quad m=1,2, \ldots, n,  \tag{31b}\\
\frac{\mathbf{f}_{i 1}}{\mathbf{f}_{m 1}}=\frac{\mathbf{f}_{i 2}}{\mathbf{f}_{m 2}}=\cdots=\frac{\mathbf{f}_{i n}}{\mathbf{f}_{m n}}=\frac{\mathbf{h}_{i 1}}{\mathbf{h}_{m 1}}=\frac{\mathbf{h}_{i 2}}{\mathbf{h}_{m 2}}=\cdots=\frac{\mathbf{h}_{i k}}{\mathbf{h}_{m k}}, \\
i=1, \ldots, k, \quad m=1,2, \ldots, k, \quad i \neq m . \tag{31c}
\end{gather*}
$$

Substituting for the functions in equation (31) from equation (30) accordingly and simplifying yields

$$
\begin{align*}
& \frac{r_{e m 1}}{r_{e i 1}}=\frac{r_{e m 2}}{r_{e i 2}}=\cdots=\frac{r_{e m n}}{r_{e i n}}=\frac{r_{g m 1}}{r_{g i 1}}=\frac{r_{g m 2}}{r_{g i 2}}=\cdots=\frac{r_{g m k}}{r_{g i k}}=a_{p}, \\
& r_{e i 1}-r_{e m 1}=r_{e i 2}-r_{e m 2}=\cdots=r_{e i n}-r_{e m n}=r_{g i 1}-r_{g m 1} \\
& =r_{g i 2}-r_{g m 2}=\cdots=r_{g i k}-r_{g m k}, \\
& i=1,2, \ldots, n, \quad m=1,2, \ldots, n, \quad i \neq m,  \tag{32a}\\
& \frac{r_{e m 1}}{r_{f i 1}}=\frac{r_{e m 2}}{r_{f i 2}}=\cdots=\frac{r_{e m n}}{r_{f i n}}=\frac{r_{g m 1}}{r_{h i 1}}=\frac{r_{g m 2}}{r_{h i 2}}=\cdots=\frac{r_{g m k}}{r_{h i k}}=a_{p s}, \\
& r_{f i 1}-r_{e m 1}=r_{f i 2}-r_{e m 2}=\cdots=r_{f i n}-r_{e m n}=r_{h i 1}-r_{g m 1} \\
& =r_{h i 2}-r_{g m 2}-r_{g m 2}=\cdots=r_{h i k}-r_{g m k}, \\
& i=1,2, \ldots, k, \quad m=1,2, \ldots, n,  \tag{32b}\\
& \frac{r_{f m 1}}{r_{f i 1}}=\frac{r_{f m 2}}{r_{f i 2}}=\cdots=\frac{r_{f m n}}{r_{f i n}}=\frac{r_{h m 1}}{r_{h i 1}}=\frac{r_{h m 2}}{r_{h i 2}}=\cdots=\frac{r_{h m k}}{r_{h i k}}=a_{s}, \\
& r_{f i 1}-r_{f m 1}=r_{f i 2}-r_{f m 2}=\cdots=r_{f i n}-r_{f m n} \\
& =r_{h i 1}-r_{h m 1}=r_{h i 2}-r_{h m 2}=\cdots=r_{h i k}-r_{h m k}, \\
& i=1,2, \ldots, k, \quad m=1,2, \ldots, k, \quad i \neq m, \tag{32c}
\end{align*}
$$

where $a_{p}, a_{p s}$ and $a_{s}$ are positive real numbers representing distance ratios. Equations (32) define loci of detection and observation points relative to the locations of the sources in the medium for which the IGC requirement holds. In particular, equation (32a) defines the locus of detection and observation points relative to the locations of primary sources $i$ and $m$, equation (32b) defines the locus
with respect to the locations of primary source $m$ and secondary source $i$ and equation (32c) defines the locus with respect to the locations of secondary sources $i$ and $m$. It follows from Appendix A and the analysis presented in the previous sections that, in each case, assuming the two sources in question are located at points $X$ and $Y$ respectively, the locus for the corresponding distance ratio being unity is a plane perpendicularly bisecting the line $X Y$. For a non-unity distance ratio, however, the locus is a circle, with centre along a line passing through the points $X$ and $Y$, in a plane that is at right angles with this line.

It follows from the above that in an MIMO ANC system the locus of detection and observation points leading to the IGC requirement is defined in relation to the locations of all possible pairs of sources, each pair considered at a time. In this manner, for a system with $n$ primary sources and $k$ secondary sources a total of $\sum_{i=1}^{k-1} i+\sum_{m=1}^{n-1} m+n k$ pairs of sources can be identified. Among these, the primary sources considered with one another lead to $\sum_{m=1}^{n-1} m$ pairs, the secondary sources considered with one another lead to $\sum_{i=1}^{k-1} i$ pairs and the remaining $n k$ pairs are formed by considering each primary source with the secondary sources. In each case, assuming the two sources in question are located at points $X$ and $Y$, the following two situations lead to the IGC requirement.
(a) When all the detectors and observers are equidistant from points $X$ and $Y$. This defines the locus of detection and observation points as a plane (the IGC plane) that perpendicularly bisects the line $X Y$.
(b) When the distance ratios from point $X$ to each pair of detection points, to detector $i(i=1,2, \ldots, n)$ and observer $m(m=1,2, \ldots, k)$ and to each pair of observation points as well as the distance ratios from point $Y$ to each pair of detection points, to detector $i(i=1,2, \ldots, n)$ and observer $m(m=1,2, \ldots, k)$ and to each pair of observation points are each equal to unity. This defines the locus of detection and observation points as a circle (the IGC circle), with centre along a line passing through points $X$ and $Y$, on a plane that is at right angles with this line.

Note that in an FBCS, where both the detection and observation points coincide with one another, the situation described in (a) above corresponds to the detection points being on the IGC plane. In an FFCS, however, this corresponds to the situation when all the detection and observation points are on the IGC plane. With the situation described in (b), on the other hand, an FBCS always satisfies the requirement. In an FFCS, however, it is possible to minimize the region of space occupied by the IGC circle by a proper geometrical arrangement of system components.

The analysis presented in the preceding sections corresponds to ANC systems in a three-dimensional free-field propagation medium. This is carried out by utilizing a standard characterization of sound radiation in the medium as given in terms of distance from a radiating point source. The analysis can be extended to one-dimensional and three-dimensional enclosed sound fields through the utilization of a similar characterization of sound radiation in these media in terms of distances accordingly.

The conditions for the IGC requirement obtained above correspond to the general ANC structure in Figure 1 for optimum cancellation of noise at the
observation points. For a control structure with sub-optimal performance, similar conditions can be reached at by setting a performance criterion based on which the controller can be designed and interpreted in terms of transfer characteristics of the acoustic paths in the propagation medium. Such an interpretation can then easily lead to an analysis similar to that presented above and the corresponding constraints in the geometrical arrangement of system components.

## 5. CONCLUSION

An analysis and design procedure for ANC systems in a three-dimensional non-dispersive propagation medium on the basis of optimum cancellation of noise has been presented. The relation between the transfer characteristics of the required controller and the geometrical arrangement of system components has been studied and conditions interpreted as geometrical constraints in the design of ANC systems have been derived and analyzed.

For optimum cancellation of noise to be achieved at the observation points in the medium the controller is required to have suitable continuous frequency-dependent characteristics to produce a cancelling wave that is an exact mirror image of the noise. The transfer characteristics of such a controller are found to be dependent upon the transfer characteristics of transducers, secondary sources and propagation paths from the primary and secondary sources to the detection and observation points.

The dependence of controller characteristics on the acoustic paths in the system, arising from geometrical arrangement of system components, can sometimes lead to practical difficulties in the design of the controller and to instability problems in the system. A particular arrangement of system components requires the controller to have particular transfer characteristics. In particular, there are specific arrangements of system components, identified as loci of detection and observation points relative to the sources, which lead to the critical situation of the IGC requirement. In an SISO ANC structure, two situations are found, in general, that lead to the IGC requirement.
(i) When both the observer and detector are equidistant from the primary and secondary sources. This corresponds to the locus of detection and observation points forming a plane that perpendicularly bisects the line joining the locations of the sources.
(ii) When the ratio of the distances from the primary source to the detector and observer and the ratio of the distances from the secondary source to the detector and observer are each equal to unity. This corresponds to the locus of detection and observation points forming a circle, with centre along a straight line passing through the locations of the primary and secondary sources, in a plane that is at right angles with this line.

In an SIMO ANC structure, the locus of detection and observation points leading to the IGC requirement is defined in relation to the locations of the primary source considered with each secondary source as well as each secondary source
considered with any other secondary source. In each case, assuming the two sources in question are located at points $X$ and $Y$, the following two situations lead to the IGC requirement
(iii) When the detector and all observors are equidistant from points $X$ and $Y$. This defines the locus of detection and observation points as a plane that perpendicularly bisects the line $X Y$.
(iv) When the distance ratios from point $X$ to the detector and observer $m(m=1,2, \ldots, k)$ and to each pair of observation points as well as the distance ratios from point $Y$ to the detector and observer $m(m=1,2, \ldots, k)$ and to each pair of observation points are each equal to unity. This defines the locus of detection and observation points as a circle, with centre along a straight line passing through points $X$ and $Y$, on a plane that is at right angles with this line.

In an MIMO ANC structure the locus of detection and observation points leading to the IGC requirement is defined in relation to the locations of all possible pairs of sources, each pair considered at a time. In each case, assuming the two sources in question are located at points $X$ and $Y$, the following two situations lead to the IGC requirement
(v) When all the detectors and observers are equidistant from points $X$ and $Y$. This defines the locus of detection and observation points as a plane that perpendicularly bisects the line $X Y$.
(vi) When the distance ratios from point $X$ to each pair of detection points, to detector $i(i=1,2, \ldots, n)$ and observer $m(m=1,2, \ldots, k)$ and to each pair of observation points as well as the distance ratios from point $Y$ to each pair of detection points, to detector $i(i=1,2, \ldots, n)$ and observer $m(m=1,2, \ldots, k)$ and to each pair of observation points are each equal to unity. This defines the locus of detection and observation points as a circle, with centre along a straight line passing through points $X$ and $Y$, on a plane that is at right angles with this line.

In an FBCS, where both the detection and observation points coincide with one another, the situation leading to the IGC plane corresponds to the detection point(s) being on the IGC plane. In an FFCS, however, this corresponds to the situation when the detection as well as the observation points are on the IGC plane. With the situation leading to the IGC circle, on the other hand, an FBCS always satisfies the requirement. In an FFCS, however, it is possible to minimize the region of space occupied by the IGC circle by a proper geometrical arrangement of system components.
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## APPENDIX A: LOCUS OF CONSTANT DISTANCE RATIO

Consider two fixed points $P(0,0,0)$ and $S\left(u_{s}, v_{s}, w_{s}\right)$ and an arbitrary point $T(u, v, w)$ in a three-dimensional $U V W$-space. Let the distances $P S, P T$ and $S T$ be denoted by $r, r_{g}$ and $r_{h}$ respectively:

$$
\begin{align*}
r & =\sqrt{u_{s}^{2}+v_{s}^{2}+w_{s}^{2}}, r_{g}=\sqrt{u^{2}+v^{2}+w^{2}}, r_{h} \\
& =\sqrt{\left(u-u_{s}\right)+\left(v-v_{s}\right)^{2}+\left(w-w_{s}\right)^{2}} \tag{A1}
\end{align*}
$$

Let the distance ratio $r_{g} / r_{h}$ be denoted by, a positive real number, $a$ :

$$
\begin{equation*}
r_{g} / r_{h}=a . \tag{A2}
\end{equation*}
$$

Substituting for $r_{g}$ and $r_{h}$ from equation (A1) into equation (A2), simplifying and using equation (A1) yields

$$
\left(1-a^{2}\right) u^{2}+2 a^{2} u_{s} u+\left(1-a^{2}\right) v^{2}+2 a^{2} v_{s} v+\left(1-a^{2}\right) w^{2}+2 a^{2} w_{s} w=a^{2} d^{2} .(\mathrm{A} 3)
$$

This gives the locus of points in the $U V W$-space that corresponds to a particular distance ratio $a$.

## A.1. NON-UNITY DISTANCE RATIO

If the distance ratio $a$ is not unity then equation (A3), after completing squares and simplifying, yields

$$
\begin{equation*}
\left[u+\frac{a^{2} u_{s}}{1-a^{2}}\right]^{2}+\left[v+\frac{a^{2} v_{s}}{1-a^{2}}\right]^{2}+\left[w+\frac{a^{2} w_{s}}{1-a^{2}}\right]^{2}=\left[\frac{a r}{1-a^{2}}\right]^{2}, \quad a \neq 1 \tag{A4}
\end{equation*}
$$

This represents a sphere with radius $R=a r /\left|1-a^{2}\right|$ and centre at $Q\left(-a^{2} u_{s} /\left(1-a^{2}\right),-a^{2} v_{s} /\left(1-a^{2}\right), a^{2} w_{s} /\left(1-a^{2}\right)\right)$.

To obtain the location of the centre of the sphere $Q$ in relation to points $P$ and $S$, let the coordinates of point $Q$ be denoted by $\left(u_{q}, v_{q}, w_{q}\right)$, unit vectors in the directions of $U-, V-$ and $W-$ axes be denoted by $i, j$ and $k$ respectively and unit vectors along lines $P S$ and $P Q$ pointing towards points $S$ and $Q$ respectively be denoted by $I_{p s}$ and $I_{p q}$ :

$$
\begin{gather*}
u_{q}=-\frac{a^{2} u_{s}}{1-a^{2}}, \quad v_{q}=-\frac{a^{2} v_{s}}{1-a^{2}}, \quad w_{q}=-\frac{a^{2} w_{s}}{1-a^{2}}  \tag{A5}\\
I_{p s}=\frac{u_{s} i+v_{s} j+w_{s} k}{\sqrt{u_{s}^{2}+v_{s}^{2}+w_{s}^{2}}}, \quad I_{p q}=\frac{u_{q} i+v_{q} j+w_{q} k}{\sqrt{u_{q}^{2}+v_{q}^{2}+w_{q}^{2}}} \tag{A6}
\end{gather*}
$$

Substituting for $u_{q}, v_{q}$ and $w_{q}$ from equation (A5) into equation (A6), simplifying and using equation (A1) yields

$$
\begin{equation*}
I_{p s}=\frac{1}{r}\left(u_{s} i+v_{s} j+w_{s} k\right), \quad I_{p q}=-\frac{\left|1-a^{2}\right|}{1-a^{2}} \frac{1}{r}\left(u_{s} i+v_{s} j+w_{s} k\right) \tag{A7}
\end{equation*}
$$

or

$$
I_{p q}= \begin{cases}+I_{p s} & \text { for } a>1  \tag{A8}\\ -I_{p s} & \text { for } a<1\end{cases}
$$

It follows from equation (A8) that the centre of the sphere (point $Q$ ) is located along the line $P S$ and, specifically, if $P$ is chosen as reference then for $a>1$ the centre is located on the portion of $P S$ corresponding to points away from $P$ in the direction of $I_{p s}$, whereas for $a<1$ the centre of the sphere will be on the portion of PS corresponding to points away from $P$ in the direction of $-I_{p s}$. In either of these situations, as follows from equation (A5), the centre of the sphere lies outside the range $(P, S)$. This is shown below.

Let the distance between points $P$ and $Q$ be denoted by $r_{p q}$ and the distance between points $Q$ and $S$ be denoted by $r_{s q}$ :

$$
r_{p q}=\sqrt{u_{q}^{2}+v_{q}^{2}+w_{q}^{2}}, \quad r_{s q}=\sqrt{\left(u_{q}-u_{s}\right)^{2}+\left(v_{q}-v_{s}\right)^{2}+\left(w_{q}+w_{s}\right)^{2}} .
$$

Substituting for $u_{q}, v_{q}$ and $w_{q}$ from equation (A5) into the above, using equation (A1) and simplifying yields

$$
r_{p q}=a^{2} r /\left|1-a^{2}\right|, \quad r_{s q}=r /\left|1-a^{2}\right|
$$

which implies that

$$
r_{p q}>r_{s q} \text { and } r_{p q}>r \text { for } a>1, r_{p q}<r_{s q} \text { and } r_{s q}>r \text { for } a<1 .
$$

Therefore, point $Q$ is always outside the range $(P, S)$.
Let the line passing through points $P$ and $S$ intersect the sphere in equation (A4) at point $N\left(u_{n}, v_{n}, w_{n}\right)$ with distances $r_{p n}$ and $r_{s n}$ relative to points $P$ and $S$ respectively and let the unit vectors pointing towards $N$ from points $P$ and $S$ be denoted by $I_{p n}$ and $I_{s n}$ respectively:

$$
r_{p n}=\sqrt{u_{n}^{2}+v_{n}^{2}+w_{n}^{2}}, \quad r_{s n}=\sqrt{\left(u_{n}-u_{s}\right)^{2}+\left(v_{n}-v_{s}\right)^{2}+\left(w_{n}-w_{s}\right)^{2}} .
$$

and

$$
\begin{equation*}
I_{p n}=\frac{u_{n} i+v_{n} j+w_{n} k}{r_{p n}}, \quad I_{s n}=\frac{\left(u_{n}-u_{s}\right) i+\left(v_{n}-v_{s}\right) j+\left(w_{n}+w_{s}\right) k}{r_{s n}} . \tag{A9}
\end{equation*}
$$

Since $N$ is a point along the line $P S$, the vectors $I_{p n}$ and $I_{s n}$ are pointing either in the same or in opposite directions. Therefore, it follows from equation (A9) that

$$
\begin{equation*}
\frac{\left|u_{n}\right|}{r_{p n}}=\frac{\left|u_{n}-u_{s}\right|}{r_{s n}}, \frac{\left|v_{n}\right|}{r_{p n}}=\frac{\left|v_{n}-v_{s}\right|}{r_{s n}}, \frac{\left|w_{n}\right|}{r_{p n}}=\frac{\left|w_{n}-w_{s}\right|}{r_{s n}} . \tag{A10}
\end{equation*}
$$

Since $r_{p n} / r_{s n}$ represents the distance ratio $a$, equation (A10) can be written as

$$
\begin{equation*}
u_{n}^{2}=a^{2}\left(u_{n}-u_{s}\right)^{2}, \quad v_{n}^{2}=a^{2}\left(v_{n}-v_{s}\right)^{2}, \quad w_{n}^{2}=a^{2}\left(w_{n}-w_{s}\right)^{2} . \tag{A11}
\end{equation*}
$$

Solving equation (A11) for $u_{n}, v_{n}$ and $w_{n}$ yields

$$
\begin{equation*}
u_{n}=\left(\frac{-a^{2} \pm a}{1-a^{2}}\right) u_{s}, \quad v_{n}=\left(\frac{-a^{2} \pm a}{1-a^{2}}\right) v_{s}, \quad w_{n}=\left(\frac{-a^{2} \pm a}{1-a^{2}}\right) w_{s} \tag{A12}
\end{equation*}
$$

It follows from equation (A12) that a line, passing through points $P$ and $S$, and the sphere in equation (A4) intersect at two points $E$ and $F$ with co-ordinates $\left(u_{e}, v_{e}, w_{e}\right)$ and $\left(u_{f}, v_{f}, w_{f}\right)$ respectively:

$$
\begin{gather*}
u_{e}=\frac{a}{1+a} u_{s}, \quad v_{e}=\frac{a}{1+a} v_{s}, \quad w_{e}=\frac{a}{1+a} w_{s},  \tag{A13}\\
u_{f}=-\frac{a}{1-a} u_{s}, \quad v_{f}=-\frac{a}{1-a} v_{s}, \quad w_{f}=-\frac{a}{1-a} w_{s} . \tag{A14}
\end{gather*}
$$

Equations (A13) and (A14) imply that point $E$ is always located inside the range $(P, S)$ and point $F$ outside this range. In particular, if $a>1$ then points $E$ and $F$ are closer to point $S$ whereas if $a<1$ then points $E$ and $F$ are closer to point $P$. If the distances from points $E$ and $F$ to points $P$ and $S$ are denoted respectively by $r_{p e}$. $r_{s e}$ and $r_{p f}, r_{s f}$ then, upon using equations (A1), (A13) and (A14) these distances are given by

$$
r_{p e}=\frac{a r}{1+a}, \quad r_{s e}=\frac{r}{1+a}, \quad r_{p f}=\frac{a r}{|1-a|}, \quad r_{s f}=\frac{r}{|1-a|} .
$$

## A.2. unity distance ratio

If the distance ratio $a$ is unity, then equation (A2) yields

$$
\begin{equation*}
r_{g}=r_{h} \tag{A15}
\end{equation*}
$$

Substituting for $r_{g}$ and $r_{h}$ from equation (A1) into equation (A15), simplifying and using equation (A1) yields

$$
\begin{equation*}
\frac{u}{\left(r^{2} / 2 u_{s}\right)}+\frac{v}{\left(r^{2} / 2 v_{s}\right)}+\frac{w}{\left(r^{2} / 2 w_{s}\right)}=1 \tag{A16}
\end{equation*}
$$

This represents a plane surface which intersects the $U-, V-$ and $W-$ axes at points $\left(r^{2} / 2 u_{s}, 0,0\right),\left(0, r^{2} / 2 v_{s}, 0\right)$ and $\left(0,0, r^{2} / 2 w_{s}\right)$ respectively.

The direction of the plane in equation (A16) is represented by a unit vector at right angles with the surface and pointing outward from the surface. Let such a unit vector be denoted by $I_{s}$. Simplifying equation (A16) yields

$$
2 u_{s} u+2 v_{s} v+2 w_{s} w-r^{2}=0
$$

Let the left-hand side of the above equation be denoted by a variable $Z$ :

$$
\begin{equation*}
Z=2 u_{s} u+2 v_{s} v+2 w_{s} w-r^{2} \tag{A17}
\end{equation*}
$$

As $Z$ varies from $-\infty$ to $+\infty$ equation (A17) defines an infinite set of plane surfaces parallel to the plane in equation (A16). Thus, the unit vector $I_{s}$ is given by

$$
\begin{equation*}
I_{s}=\frac{(\partial Z / \partial u) i+(\partial Z / \partial v) j+(\partial Z / \partial w) k}{\sqrt{(\partial Z / \partial u)^{2}+(\partial Z / \partial v)^{2}+(\partial Z / \partial w)^{2}}} \tag{A18}
\end{equation*}
$$

where $\partial / \partial u, \partial / \partial v$ and $\partial / \partial w$ denote the partial derivatives with respect to $u, v$ and $w$ respectively. Substituting for $Z$ from equation (A17) into equation (A18), simplifying and using equation (A1) yields

$$
\begin{equation*}
I_{s}=\frac{u_{s}}{r} i+\frac{v_{s}}{r} j+\frac{w_{s}}{r} k \tag{A19}
\end{equation*}
$$

Comparing equation (A19) with equation (A7) yields

$$
\begin{equation*}
I_{s}=I_{p s} \tag{A20}
\end{equation*}
$$

Equation (A20) implies that the line $P S$ is perpendicular to the plane surface in equation (A16). Moreover, it follows from equation (A15) that the point of intersection of the plane and the line $P S$ is equidistant from points $P$ and $S$. Therefore, the plane in equation (A16) perpendicularly bisects the line PS.

In a two-dimensional space, the locus of constant distance ratio can be obtained through a similar manipulation as presented above and equivalent interpretations of the corresponding results can be made. In this manner, for a non-unity distance ratio, the locus is given by a circle with centre along the line $P S$. For a unity distance ratio, however, the locus is given by a straight line perpendicularly bisecting the line joining points $P$ and $S$.

